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Performance Evaluation of Multiple Input-Queued ATM Switches With PIM
Scheduling Under Bursty Traffic

Ge Nong, Mounir Hamdi, and Jogesh K. Muppala

Abstract—in this letter, we analyze the performance of multiple input queue has the same buffer size, nanbgl\B) New cells
input-queued asynchronous transfer mode (ATM) switches that arrive only at the beginning of the time slots and cells depart
use parallel iterative matching for scheduling the transmission only at the end of the time slots. 4) Cells arrive at each input

of head-of-line cells in the input queues. A queueing model of .
the switch is developed under independently, identically dis- according to an ON-OFF bursty process [1] modeled by a

tributed, two-state Markov modulated Bernoulli processesursty ~ two-state MMBP, where cells are generated only in the ON
traffic. The underlying Markov chain of the queueing model is a (1) state and the destinations of cells are uniformly distributed
quasi-birth—-death(QBD) chain. The QBD chain is solved using over all output ports. Only one cell can arrive at each input
an iterative computing method. Interesting performance metrics i 4 time slot. Times spent in the ON (1) and OFF (0) states

of the ATM switch such as the throughput, the mean cell delay, . o . -1
and the cell loss probability can be derived from the model. 2'€ geometrically distributed with means @f — o)™ and

Numerical results from both the analytical model and simulation (1 — B)~*, respectively. For atV x N switch, if an input's
are presented, and the accuracy of the analysis is briefly discussed.load is NV A, then every queue at this input has an offered load

of A. Given the mean burst length and the mean arrival
[. INTRODUCTION rate A, « and g can be calculated as = 1 — 1/7 and

I N THIS letter, we present an analytical model for a multiplg ;V'%h_tff\u(l? —a)/l- Nt)\ respltlact:::vgly. ; ' stochasti
input-queued asynchronous transfer mode (ATM) switch ! € above assumptions, afl the Input queues: stochastic

with virtual-output-queueing (VOQ), where each input of thB'0¢€35€S will be the same when the system atFains the equilib-
switch maintainsV separate queues, one for each of ftie rium steady state. The queue at inputith output; as the des-
; ’ . _tipation, is denoted)(¢, 7). The occupancy of)(¢, j) is taken
. Th h h I : - R .
output ports e switch operates synchronously and in eaagi"thetaggedmput queueThe number of HOL cells at input

time slot thehead-of-lingHOL) cells at the input queues can be ; :
selected for transmission across the switch with the constra'ﬁm enoted as thih HOL input queugand the number of HOL

that, at most, one cell is able to be transmitted from/to any ofie Is ald:glreised for ou Py tt'ﬁ dgr;oted ?S thgth HOL output
input/output link. Specifically, theparallel iterative matching queuerg. L summarizes this information.

(PIM) algorithm used in_ DEC'&\N2 switches [2] is employed B. Underlying Markov Chain

to schedule the queueing HOL cells to be forwarded to their i ) )

destined output ports. For notational simplicity, the VOQ The queueing model is analyzed by constructing an un-
switch scheduled using the PIM algorithm is hereafter referr&§T1Ying Markov chainZ in which the states are sampled at

to as the PIM switch. the end of each time slot. Each state is expressed as a 4-tuple

We extend our model for a PIM switch presented in [5] an: G> Wi, Wo), whereL, G, Wi, and W, refer to the length
[6], which considered the performance under independem%;,thetaggedlnput gueuethe state of the traffic source at the

identically distributed (i.i.d.) Bernoulli traffic to the case ofig9ed input queue, the length of tietual HOL input queue,
i.i.d. bursty traffic modeled by a two-statarkov-modulated @nd the length of theirtual HOL output queuerespectively.
Bernoulli processe@MMBPs) [1]. The remainder of this letter Within ea_ch time slot, a sequence of operan_ons are con_S|dered
is organized as follows. In Section II, we develop and presdf °ccur in the following order: 1) generating new arrivals;
the solution for the queueing model of the switch. In Section I1£) PPlying the PIM algorithm to select a set of cells from
numerical results from the queueing model are presented 4hg currently queued HOL cells; and 3) transferring the HOL

compared with the results from simulation. Finally, Section I#€llS selected in the previous step to their output ports. Each
gives the conclusions. transition probability in the Markov chain accounts for all the

relevant events that occur in the aforementioned operations.
The state space of this four-dimensional Markov chain is given

Il. QUEUEING MODEL AND ANALYSIS OF THE PIM SwiTCH b
y

A. Queueing Model
The queueing model is developed under the following 10,9,0,0), (1, g, wi,wo) | 1 U< 43,0 < g < 1,
assumptions. 1) The switch operates synchronously. 2) Every 1<w; <N,1<w, <N}
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Fig. 1. An example of the queueing model for the PIM switch.

probability matrix that is sparse and block-partitioned as showgueueQ (¢, j) is transmitted and there is (is not, respectively)
below a new cell arrival at the queug(i, j) at the beginning of the
current time slot, given the following: 1) at the end of the last
c, Oy 0 . ) L
time slot, the traffic source at inputs in stateg and the lengths
Co A1 A2 O . .
of the virtual HOL input and output queues argandw,, and
0 Ay A Ay O

T = 2) at the end of the current time slot, the lengths of the virtual
: : : S HOL input and output queues aig andw,.
0 0 0 .- 0 A4y A A, For the case that there is a new arrival cell atttggedinput
6 0 0 -~ 0 0 Do D queueat the beginning of the current time slot, we define six

matricesB@), B’ andS(@ (g = 0 or g = 1) as the equation
shown at the bottom of the page.

In case there is no new cell arrival at ttaggedinput queue
at the beginning of the current time slot, we define another

whereCi[1,1]7 + Cae = [1,1]F and Cy + (A1 + Az)e =
(Ao + A1 + Az)e = (Do + Dy)e = ¢, e is a column
vector of ones of lengtteN2. To account for the tran-

S;I/on probabilities in T, et PblO:t‘_"f('luahwé)lwf?(gt,ﬁmw?X tsix matrices B'®), B{? and $"@ similar to B@), B,
( blo,VVt_(_w;,w[,)lW’tfl(g,wi,wo)' respectve y) ’erb]o_e € join and S(g) by replaCing Pblo Wi (w! ! YWy —1(g,w;,w,) in B(g)
probability that the HOL cell of the queu@(, j) is blocked | iy pr ’ Tpo
is (i i i blo, W (w] ,w])|Wi—1(g,wiwe)? + Plo,Ws (w,wi)[Ws—1(g,0,0)
and there is (is not, respectively) a new cell arrival at the queue ) k .
Q(i, j) at the beginning of the current time slot, and similarly" By with Pblo,w;, (! w!)[Wi_1(g,0,0) and
Psuc,VVt(wg,w[,)|W},1((],wi,wo) (Ps/uc,VV, (w} W)Wy (g,w1,w,)" re- Ps/uc,VVt(wg,wf))|W’t71(g,wi,wo) in . S(g) with
spectively) denote the joint probability that the HOL cell of the e, w, (w!w,)[Wi_y (g,w;,w,)» TESPECtiVEly. Using the above

Poow, 0w, 1 (g.1,1)  Bolow,(1,2)W, 1(g,1,1) 0 Polo,wi (v, M)Wy (9,1,1)
Poow.,0Iwi 1(g,1,2)  Polowi@2)iwi 191,20 0 DPhlo,wa(N,M)IWe_1(g,1,2)

B@ — | Pulow,,0IWisi(9,1,3)  Polowi@2wiiig1,8) 0 Phlo,wi (V,M)[Wi_1(4,1,3)
_PblO,Wt(l,l)thfl(gyNyN) Pblo,Wt(172)|Wt71(g,1\’71\") T PblO,Wt(N,N)IWtfl(gJ\’JV)

(9) _

By” = [ Polo,w,(1,1)|W._1(9.0,0)y  Dblo,W,(1,2)|We_1(5,0,00s +++1  Polo,W,(N,N)|Wt—1(4,0,0) ]
PSU(‘,,WQ(I,I)H/IQ,I(g,l,l) Psuc,VVt(l,Q)|VVt,1(‘r],1,1) T PSIU‘,,WQ(N,I\")H/IQ,I(g,l,l)

Poew, 0w _1(g1,2)  Puew,a2w_1(61,2) Pauewo(v, M)W, (5,1,2)

@ — | Pauew(1,n0Wi1(0,1,3) Pouew,(1,2)We_1(0,1,3) Poue, W, M)W, _1(4,1,3)
_PSU(‘,,VIQ(I,IHVIQ,I(g,N,N) Psuc,VVt(l,Q)|VVt,1(g,N,N) T PSIU‘,,WQ(N,I\")H/IQ,I(g,N,N)
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definitions, the element matrices in the transition probabilit

matrix 7" can be computed as shown below

O = —H()Gl (S/(O) — Ho) €1
0o~ _Hlel (S/(l) — Hl) C1
8 1-8-B"¢
¢ = )
1]l —« a— By e
r (0)
_|# Bo
O = L 2, Bél):|
A — [Hy S'©_H,
0 — _Hl S/(l) - H
[Go SO 4+ B — Gy
A=la swipw_g
[ 2, BO©
A2 = Zrn B(l)
[Hy S© +50 — gy
Do = H SO 450 g
. — |Go B© 4+ B(0) — Gy
TG BO4B(1) -G

where ¢; is a column vector of ones of siz&?, z./z.
is a row/column vector of zeros of length?, z,, is an
N? x N? matrix of zeros anddy, = (S@3)/((1 - 3)/N),
Hi = (SO —a)/(a/N), Gy = (BOB)/((1—B)/N),
andG, = (BY(1 — a))/(a/N).
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at the end of t- At beginning of ¢ at the end of r+Ar

Fig. 2. Transition of the virtual HOL queues.

at an empty queu@(z, 5), it will automatically observe another
jth queue being empty with Bernoulli probabilips and an-
other queue in input being empty with Bernoulli probability
7o. The introduction ofg plays an essential role in the solution
of the Markov chairZZ. However, the difficulty is thapy cannot
be directly derived from the known system parameters, such as
the switch size, buffer size, and traffic load. Instead of assuming
po as a known parameter, we use an iterative method to obtain
po from the known system parameters [4]. Equation (1) gives
the equation on which the iterative computation is carried out

! N

3
p0=< />7T(o,o)+(

1-— «
1 —

= o

)00

We omit the detailed procedures of deriving the transition

probabilities in7” due to space limitations. Provided that the

transition probability matrix” is known, it is a routine matter

Givenpo, the formula for the probability of theirtual HOL
queuss transition from(h;, h,) to (w;, w, ) can be derived with

to derive the steady-state equations for the Markov chain, arine effort [5], [6]. Consequently, the steady-state probabilities

solving the equations to obtain the steady-state probabil

ﬁ’&f/Z are given by

vector. The steady-state probability vector of the Markov chain

Zis given byll = [m(0,q), T(1,g)s -+ T(L,g)s - - - » T(bs,q)]» WhETE
every elementr .y = [T(1,4,1,1), T(1,9.1,2)7- > T(Lg, N,N)]
I > 0, is a row vector of sizeV=, exceptr(g,g which is a

scalar. The steady-state probabilities of the states in level

are denoted byr; = [m 0y, 71, wherenq oy and 1)
are the probability vectors with the traffic source at input
in stage 0 and 1. Furthermore, we g}, = 7,,ec1 and

To = T(0,0) T T(0,1)-

C. Solving the Markov Chain

We now derive the equations for computing the blocking

probability Pb1o,w;(w;,w; )Wi_1 (g,w:,w0,) @Nd the success prob-
ability Pyye,w, (W] w0 ) Wiy (g,: ) - The transition of the state
of the virtual HOL input/output queues from stdte;, w, ) to
state(w}, w’) is a two-step process as illustrated in Fig. 2.

1) First, we account for the numbégk;, k,,) of the newly ar-

m1Co + moCL =7g (2)
b; 7
mo |11+ [ ase| =1 (3)
i=1 j=1
7TZ‘I7T0HOéj, fOflSiSbi
j=1
(@)
whereq; is given as
As(I — Dy)7Y, fori=b;
Ay(I— Ay — oy, D)™, fori=1b—1 5)
AQ(I — A — CMH_le)_l, fori e [2, b; — 2]
CQ(I — A — CMQA())*I, for: = 1.

The elements of matrices in (5) are functions 1 q),

riving HOL cells to the virtual HOL input/output queues.r (o, 1y, 71,0y, and7 1y. This naturally suggests an iterative
2) Then, we consider the transition from the intermediatolution [3], [5], [6]. Initially, bothr g ¢y and (g 1y are set to
state(h;, h,) to the final statéw?, w! ) after applying the be 0.5(1 — A), which corresponds to the case that there is no
PIM algorithm. new arriving cell at theaggedinput queueat the beginning
To utilize the concept of taggedqueug the condition of in- of a time slot, and bothr; oy and 7y ;) are approximated
dependent and identical components must be satisfied. Studigs0.5(1 — N—l))\(moyo) + 7m,1)). Then, the nextr g g
indicate that such an assumption is reasonable for the moderated 7(o,;) are obtained by finding the root for (2) and (3).
or large-sized input-queued switches undied traffic [5], [6]. Consequently, the new; is computed by (4). As observed
Here, we make the same assumption, that is, when a cell arriffesn our experiments, the converging rate is quite high and
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Switch size: N=8 Buffer size: 32(cells) -0~ analysis
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Fig. 3. The throughput, mean cell delay and mean cell loss probability ofxa8 ®IM switch with the buffer sizé; = 32, as a function of offered loads with
the mean burst length = 8.

an accuracy of 10° for =, can be attained within 15 iterative IIl. NUMERICAL RESULTS

computations in most of cases. Both mathematical analysis and simulation results are pre-

sented in this section in order to investigate the accuracy of the
above queueing model and to evaluate the performance of the
The performance parameters of throughpumean queue PIM switch under bursty traffic. Fig. 3(a)—(c) shows the switch
length Q, mean cell delayD, and mean cell loss probability throughput, mean cell delay, and mean cell loss probability as
Pioss Can be expressed in term of the steady-state probabilitee§unction of the offered load with a mean burst length of eight
given as follows: cells for an 8x 8 PIM switch with various PIM scheduling it-
eration numbers 1, 2, and 3, respectively. In Fig. 3(c), the sim-

D. Computing the Performance Metrics

0) 1 ulation results for the mean cell loss probability are given only
P= [WO,O) ()‘0 — Bq @1) T 70,1 ()‘1 — Bq 61)} for the case when the switches are overloaded. This is because
b the simulation results are meaningful only in these cases. Sim-

5(0) | ¢/(0) G 4 g0 } ulation cannot be used to estimate very low cell loss probability
+; [W(l’o)( + ) + e values with good accuracy. It can be seen from these figures that

the mathematical analysis results closely approximate the sim-
ulation results. Noticeable deviations between the analysis and

Q= ime simulation appear only in cases where the switch with multiple
=1 iterations isoverloaded

Do Q From Figs. 4 and 3(b), we can see that when the number of

o PIM scheduling iterations is bigger than one, the mean delay

e1 increases slowly with the traffic load as compared with just one

Ploss = (T(v,,0020 + 7(v,,1)A1) b\ iteration. For a single iteration PIM scheduling, the mean cell
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Switch size: N=8 Buffer size: 32(cells) . —0-: analysis |V CONCLUS|ON

Burst length: 16(cells) : ) —+=: simulation

: The presented analysis provides a unifying framework to

400 , ; - build queueing models for PIM switches undgéd traffic. In

' : addition, the queueing model can be extended using the same
technique to the situation where complicated bursty traffic with
more states are inserted to the switch. Recalling our previous
work in [5] and [6], we conclude that our suggested queueing
model works well not only in the case of théd Bernoulli
traffic, but also in the case of thd.d burst traffic where the
cells’ arrival process is correlated in a long term.

mean cell delay(cells)
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